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Abstract

®

CrossMark

The transport of carbon impurities has been studied in the helically symmetric stellarator
experiment (HSX) using active and passive charge exchange recombination spectroscopy
(CHERS). For the analysis of the CHERS signals, the STRAHL impurity transport code has
been re-written in the python programming language and optimized for the application in
stellarators. In addition, neutral hydrogen densities both along the NBI line of sight as well as
for the background plasma have been calculated using the FIDASIM code. By using the
basinhopping algorithm to minimize the difference between experimental and predicted active
and passive signals, significant levels of impurity diffusion are observed. Comparisons with
neoclassical calculations from DKES/PENTA show that the inferred levels exceed the
neoclassical transport by about a factor of four in the core and more than 100 times towards the
plasma edge, thus indicating a high level of anomalous transport. This observation is in
agreement with experimental heat diffusivites determined from a power balance analysis which

exhibits strong anomalous transport as well.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Control of heavy impurities in fusion plasmas is imperative
to reliable operation of both experimental devices and future
reactors. Light impurities such as helium ash from the fusion
process would dilute the fuel in a future fusion reactor and
can thereby significantly degrade its efficiency [1]. In addition,
heavy impurities, sputtered from the walls can lead to excess-
ive cooling through line radiation from inner shell electrons
that remain tightly bound even at fusion relevant temperatures.
Thus, the accumulation of impurities inside the plasma must
be avoided. However, this is challenging as the physics mech-
anisms responsible for impurity transport are not yet fully
understood. Impurities are subject to both, neoclassical and
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anomalous transport which have convective and diffusive con-
tributions that strongly depend on the plasma parameters, as
well as on the 3D magnetic field topology. Particularly, in the
case of stellarators, the effect of magnetic topology is of great
interest due to the presence of an ambipolar electric field that
can result in strong inwards directed heavy impurity fluxes for
reactor relevant conditions. This is in part why e.g. the helic-
ally symmetric experiment (HSX) has been optimized for low
neoclassical heat and particle fluxes which might help avoid
impurity accumulation. While neoclassical heat transport has
been studied in detail at HSX [2], and it has been shown that
turbulence driven by trapped electron modes (TEMs) domin-
ates the confinement [3], the impurity transport has not been
investigated in detail so far.

For the study of impurity transport, line radiation from
either intrinsic impurities sputtered from the vessel walls such

© 2021 IOP Publishing Ltd


https://doi.org/10.1088/1361-6587/ac3965
https://orcid.org/0000-0003-2365-6777
https://orcid.org/0000-0001-8706-1874
https://orcid.org/0000-0002-6003-374X
mailto:ckswee@wisc.edu
http://crossmark.crossref.org/dialog/?doi=10.1088/1361-6587/ac3965&domain=pdf&date_stamp=2021-11-29

Plasma Phys. Control. Fusion 64 (2022) 015008

C Swee et al

as carbon, or purposely injected impurities such as aluminum
[4, 5] can be analyzed. Charge exchange recombination spec-
troscopy (CHERS) is typically applied to obtain radially
resolved information on light impurities. The technique is
based on neutral beam injection which provides core-localized
donor hydrogen neutrals that undergo charge exchange reac-
tions with fully stripped impurity ions, resulting in character-
istic hydrogen-like line radiation. Spectroscopic diagnostics
with lines of sight that cross the NBI path at various posi-
tions can then be used to gain spatial information. In addi-
tion, passive, line-integrated radiation can be observed which
is caused by electron impact excitation of impurity ions with
electrons, as well as by charge exchange reactions with back-
ground hydrogen neutrals. Here, spatial information is limited
but is contained in the ionization balance of impurities. Radi-
ation from highly ionized impurities is expected from the hot
plasma core while radiation from low charge states typically
dominates at the cold plasma edge region.

For the interpretation of active and passive spectroscopy
measurements, forward modelling codes such as STRAHL can
be used [4, 6, 7]. STRAHL requires background plasma pro-
files, a geometric grid on which the calculation is done, and
tabulated rate coefficients for ionization, recombination, and
charge exchange. The code then solves the 1D coupled impur-
ity transport equation (equation (1)) and provides impurity
densities as a function of time and position:

% = %%r [D(r)g’Z —f/(r)fi] —SA—Ri+d. (1)

Here, i is the number density of each ionization stage, D
and v are diagonal matrices containing the transport coeffi-
cients. S and R are matrices with the ionization and recombin-
ation rates respectively for each ionization stage and as func-
tions of position. Finally, d is the source term for ionization of
neutral impurities and is zero for all elements except the index
corresponding to the unionized stage. The matrix equation is
then solved numerically via an iterative algorithm described in
detail in the STRAHL user manual [8].

The calculated evolution of the 1D impurity density can
either be compared directly with experimental impurity dens-
ities, as obtained from CHERS, or be used to predict synthetic
line-integrated signals. For the latter, tabulated photo-emission
coefficients [9] are used to provide simulated emission data as
functions of time and position.

In this work, we present a detailed impurity transport
study of carbon impurities at the HSX optimized stellarator
experiment. Such impurities are present in the walls due to
carbon conditioning and are subsequently intrinsic to the gen-
erated plasmas. To aid in simulation efforts, recent develop-
ments have been made to optimize the use of STRAHL in
stellarator contexts. A fully python based implementation of
STRAHL has been developed that is closely coupled to the
pyFIDASIM code which provides information on background
and beam neutral hydrogen densities. By analyzing active and
passive radiation measured by the HSX CHERS system, the

reconstruction of impurity diffusion profiles at HSX became
possible for the first time.

Section 2 discusses the aforementioned improvements to
the STRAHL code and presents results of a bench-marking
exercise. In sections 3-5 the study of the carbon impurity
transport in HSX is presented. Finally, in section 6 a discus-
sion of simulation results is presented and an outlook for future
work is provided.

2. Description of the pySTRAHL Code

2.1. Python STRAHL implementation and benchmarking

The original STRAHL code is written in Fortran77, a pro-
gramming language mainly used in the 1980s which is highly
optimized for speed and is still utilized in many scenarios
where computation run time is important. Since then, how-
ever, more user friendly programming languages have been
developed which offer simplified software development and a
broad library of packages for data analysis. For the optimiz-
ation of STRAHL with respect to impurity transport studies
in stellarators, the code has therefore been converted into the
python programming language.

The numba library is utilized to compile the python code
into C at runtime. Numba uses compilers intrinsically avail-
able both in Windows and Linux and speeds the code up by up
to a factor of 50, eventually providing speeds comparable to
those achievable via the Fortran implementation.

The new python version of STRAHL, here referred to as
‘pySTRAHL’, has been benchmarked by comparing calcu-
lated impurity densities to those calculated using the original
Fortran code.

For the benchmarking, we chose the case that will be dis-
cussed in sections 3 and 4. Carbon is fueled continuously
into a representative plasma experiment at HSX, character-
ized by plasma profiles shown in figure 6. Moreover, the neo-
classical convection and anomalous diffusion profiles plotted
in figure 8, as well as a parallel loss times based on known
connection lengths and the EMC3-EIRENE calculated paral-
lel flow velocity are considered.

Figure 1 compares the impurity densities predicted by the
Fortran and python codes for a time point at which the impur-
ity profiles have reached equilibrium state. The profiles are
plotted as a function of the normalized effective radius and
are given for all six charge states of carbon. The agreement
between the two codes is excellent with differences of only
about 1 percent or lower for all charge states. Note that this
benchmark considers all subroutines of STRAHL and not only
the core routine, i.e. the code which solves the impurity trans-
port equation. These subroutines include the generation of
the simulation grid, fetching the ionization, charge exchange,
and recombination rates, and calculating ionization profiles of
incoming neutral impurities. When only comparing results for
the core routine, differences between the two codes are below
0.01 percent, indicating that the larger differences of ~1%
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Figure 1. Comparison of impurity charge state distributions
calculated using pySTRAHL (solid lines) and the fortran version of
STRAHL (dotted lines). Shown is the case resulting from the fit
described in section 4.

originate from slight differences in the interpolation schemes
used by the FORTRAN and python codes.

2.2. pySTRAHL for stellarator geometries

When using STRAHL for stellarator geometries, several
aspects need to be considered. First, STRAHL is a 1D trans-
port code which assumes cylindrical geometry. In contrast,
and for accurate 3D mapping, pySTRAHL has been supplied
with 3D VMEC equilibria, which allow the calculation of
effective radii, acfr, based on the volume V of a given flux-
surface and the major radius R:

/| V
Aeff — m . (2)

Subsequently, the effective radii are used to map kinetic pro-
files onto the STRAHL simulation grid. Note here, that the
kinetic plasma profiles are assumed constant on the flux sur-
faces in the confined region which justifies a 1D approach. To
additionally cover the SOL region in STRAHL, the VMEC
equilibria (only defined for closed flux surfaces) are exten-
ded by quadratically extrapolating the volume enclosed by the
flux surfaces and maintaining the flux surface shape. The cor-
responding extrapolated surfaces can then be used to map 3D
SOL profiles onto the 1D radial grid of STRAHL by taking a
spatial average over the 3D surfaces. For this work, 3D SOL
profiles from a representative EMC3-EIRENE [10] simulation
are used. This code couples the plasma transport code EMC3,
to the neutral gas kinetic simulation EIRENE, and allows the
prediction of 3D kinetic profiles and neutral hydrogen densit-
ies to be considered in STRAHL.
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Figure 2. Neutral deposition profiles of carbon impurities for two
different 3D injection paths into the HSX stellarator.

Secondly, and as mentioned before, STRAHL calculates
1D radial ionization profiles of incoming impurities. As impur-
ities impinge from the edge, they necessarily become ionized
at a rate set by the local ionization frequency. The attenuation
of the incident population of neutral impurities is exponen-
tial within each radial grid point, with a decay constant set
by the local ionization rate and the speed of the impurities.
These ‘deposition’ profiles depend on the local temperature
and density along the sourcing direction and, in case of a loc-
alized impurity source, require the consideration of the 3D
structure. As an example, figure 2 shows the ionization profile
of carbon impurities that enter the plasma close to the strike-
line, vs impurities entering from the midplane position in the
so-called bean shaped cross-section of HSX (see figure 3).
Clearly, the impurity deposition profile is more outwards shif-
ted in case of the strike-line injection, explained by a stronger
flux surface spacing such that impurities travel longer dis-
tances before reaching the core. Note that an impurity source
close to the strike-line is most likely for intrinsic impurities
in HSX. Therefore, this impurity ionization profile has been
implemented for the study presented in section 4. Moreover,
it should be noted that the 3D ionization profile is of great
importance in the case of laser blow off injection. An example
depicting the difference in neutral impurity deposition pro-
files for cylindrical and realistic geometries is discussed in the
appendix.

Next, information on the neutral hydrogen density is
required in two contexts. First, 1D neutral densities are used
in STRAHL to determine charge exchange recombination
rates which contribute to the charge state balance (a sum-
mary of reaction rates is given in the appendix). Secondly, 3D
neutral density profiles are used when modelling the charge
exchange radiation present along synthetic diagnostic lines of
sight. For this reason, pySTRAHL has been coupled to the
FIDASIM code, which is a 3D Monte Carlo (MC) particle
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Figure 3. 3D neutral hydrogen density profile calculated using
pyfidasim. Shown at toroidal positions of 0 (Top), 15 (Middle), and
30 (Bottom) degrees. Confined flux surfaces are shown in grey
dashed lines while ’extrapolated’ flux surfaces are shown in white
dashed lines. The bottom plot additionally shows the geometry of
the neutral carbon deposition path coming from the strike-line
(orange) and the mid-plane (green).

simulation code, originally developed to predict the neutral
density along neutral beam injection paths [11-13]. However,
it has recently been upgraded to predict 3D neutral hydro-
gen density profiles by launching neutrals from the plasma
boundary and simulating their trajectory, including the change
of velocity vectors in presence of charge exchange reactions.
When launching neutrals from the boundary, the 3D neutral
hydrogen density distribution from EMC3-EIRENE is used
to define values on the LCFS. Moreover, the absolute neut-
ral densities are set by a particle confinement time, which
needs to be provided as input and can be regarded as a free
parameter.

An example FIDASIM-predicted neutral hydrogen density
distribution (500 000 simulated particles) is shown in figure 3.
One can note here the effect of the 3D geometry of HSX which
causes an asymmetry in the neutrals in both the poloidal and
toroidal direction. This distribution can then be flux surface
averaged to generate a 1D profile as plotted in figure 4. Note
here that FIDASIM provides neutral hydrogen densities for
excited states up to n = 6. This is important since the n =
2 excited level of hydrogen neutrals contributes significantly
e.g. to passive charge exchange radiation of carbon ions.

1011
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Figure 4. Flux surface averaged neutral densities for n = 1 and

n = 2 states of neutral hydrogen calculated using FIDASIM. Note
the absolute magnitudes of these profiles are not resolved, only the
relative shapes.

Moreover, it should be noted that the approach using a rep-
resentative EMC3-Eirene edge-neutral hydrogen distribution
as input to FIDASIM is justified as the shape of the edge dis-
tribution of neutrals is dominated by the flux-surface shape
and vessel geometry and does not strongly depend on plasma
conditions.

3. Experimental setup at HSX

At HSX, pySTRAHL has been applied to study the transport
of intrinsic carbon impurities based on active and passive CVI
signals. HSX is characterized by a major radius of 1.2 m, a
minor radius of 12 cm, and an on-axis magnetic field of ~1 T.
The quasi-helical symmetric (QHS) magnetic field is defined
by 48 main coils with 4-fold periodicity.

For the experiment described here 28 GHz Electron Cyclo-
tron Resonance Heating (ECRH) is applied with ~50 kW of
injected power of which ~15 kW is absorbed. Representative
time traces of the 50 ms long experiment are given in figure 5,
showing the line averaged density, radiated power, and meas-
ured stored energy [14].

Radial profiles of the electron temperature and density, as
measured by a Thomson scattering diagnostic, are shown in
figure 6. The data represents an average over 12 consecutive
experiments taken on 2 February 2017 (shots 19-31) as the
uncertainties of a single experiment are too large. The exper-
imental electron temperature profile data has been fit by the
following function

T, = ae—b(r—<" 3)
and the electron density has been fit by:

ne=a(l—r*)+ec. 4)
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Figure 5. Time traces of the line averaged density (top), radiated
power (middle), and stored energy (bottom) for shot taken

2 February 2017 (shot number 19). The time span where the
diagnostic neutral beam is on is shaded in orange.

This provides smooth electron temperature and density pro-
files which can be extended in the SOL region by the afore-
mentioned 1D averaged EMC3-Eirene predicted profile shape.

The ion temperature profiles in HSX are typically flat with
values of ~50 eV in the confined region [15]. This is explained
by a weak coupling between the heated (ECRH) electrons and
ions and due to charge exchange losses.

To determine the ambipolar electric field and neoclassical
diffusion and convection profiles of impurity ions, the kinetic
moment solver PENTA [16] is used. PENTA considers mono-
energetic transport coefficients from DKES database files col-
lected for the QHS magnetic geometry. The resulting ambi-
polar electric field is then given in figure 6. As can be seen,
the electric field is positive in the core plasma (electron root)
and is expected to be negative (ion-root) in the region with
r/a>0.2

The corresponding calculated neoclassical convection and
diffusion profiles are shown in figure 8. Mostly due to the neo-
classical optimization of the HSX stellarator, both the diffus-
ive and convective contributions are relatively small. The dif-
fusion is only on the order of 1073 m? s~! and the absolute
value of the convective drift does not exceed 1 m s~!. Note
here that the shape of the convection profile is dominated by
the ambipolar electric field and is outwards directed in the core
region and inwards directed towards the edge.

For charge exchange recombination measurements, a dia-
gnostic neutral beam with 3 ms pulse-length is available. This
beam injects hydrogen neutrals with an injection energy of
28 keV, a current of 4A , and with 94% of the neutrals at the
full energy. Two Czerny-Turner spectrometers are then able to
analyze the radiation collected by 20 lines of sight intersect-
ing the neutral beam at various spatial positions [17]. For the
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Figure 6. Kinetic profiles utilized in STRAHL simulation of
Carbon impurity transport along with PENTA calculated ambipolar
radial electric field. Error bands are a quadrature sum of Thomson
scattering measurement error and error estimated from the least
squares fit used for fitting to analytic profiles.

experiment described in this work, passive CHERS signals are
collected at the time stamp of ~0.82 s, while the active signal
is collected at ~0.83 s (see figure 5).

4. Simulation of active and passive CVI emission
profiles at HSX

The active CVI emission profile (shown in figure 7) can be
inverted into a C®* density profile using the FIDASIM code.
FIDASIM simulates the neutral beam attenuation and density
and therefore allows using tabulated CVI emission rates to cal-
culate the expected CVI emissivity per impurity ion. Figure 8
shows the resulting carbon impurity density profile. In addi-
tion, the line-integrated passive CVI emission, present due to
both electron impact excitation of C>* and charge exchange
of C®F is shown in figure 8. This passive emission profile
can be compared to pySTRAHL simulations when consider-
ing 3D neutral hydrogen densities and the 3D geometry of the
employed spectroscopy system.

For the pySTRAHL modelling the above mentioned kinetic
profiles, as well as the 1D and 3D neutral hydrogen density
profiles from FIDASIM, are used. To model the charge state
distribution and impurity profile under equilibrium conditions
(expected since the radiated power is roughly constant dur-
ing the analyzed experiment), pySTRAHL is set to simulate
a constant impurity source rate and to simulate for 5 s (~100
times longer than a typical HSX discharge). Note that in cases
considering strong diffusive transport, steady state is reached
much faster than 5 s.

Considering the plasma conditions at HSX, we can check
whether the 1D approach for modeling impurity transport is
valid. As discussed in [18], STRAHL’s 1D aproximation is
valid when the transport time along a flux surface is much
shorter than the ionization time for a given impurity. The
ratio of the ionization time to the transport time is then
(equation (5)):
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Here, 11" is the ionization frequency of an impurity at charge
state z. vy, is the thermal velocity of the impurity ion and # is
the rotational transform. If this ratio is much less than one, the
impurities ionize much slower than the time it takes for their
densities to equilibrate along a given flux surface. This ratio
is calculated for the impurity densities found as a result of the

global minimization scheme described in sections 4 and 5 and

10°

10—4 :

Vion X Tt

10731
10764
10774
10781

0.0 0.2 0.4 0.6 08 1.0 12
r/a

Figure 9. Ratio of impurity transit time along a flux surface to the
ionization time for various Carbon charge states.

is described in figure 9. The ratio is well below 1 for all charge
states, thus justifying the 1D approach.

5. Fitresults

5.1 Initial fit results

The ‘basinhopping’ global minimization scheme is utilized to
minimize the difference between simulated and measured act-
ive and passive CVI signals. Several free parameters are con-
sidered as detailed below.

First, the impurity influx is allowed to vary since the abso-
lute magnitude of incident carbon is unknown. In addition,
this allows the code to intrinsically account for the additional
influx due to recycling from the wall/limiter.

Secondly, a scaling factor for the neutral hydrogen dens-
ity is considered as a free parameter since the calculation of
the neutral profile, described in section 2, does not resolve the
absolute magnitude. This will of course affect both the charge
state balance (due to the additional recombination mechanism
introduced by charge exchange) as well as the shape and mag-
nitude of the passive charge exchange signal. With these two
parameters, it is possible to assess whether the neoclassical dif-
fusion and convection profiles can explain the profile shapes
of the C6+ density and passive CVI emission, as obtained in
the experiments.

As a pre-processing step, it was necessary to smooth the
input diffusion and convection profiles from PENTA using a
moving average filter since overly strong (and nonphysical)
gradients can lead to a numerical instability in the pySTRAHL
code. The resulting profiles following neoclassical transport
are shown in blue in figure 8. As can be seen, the agreement
is poor, also reflected by a large residual x* value. The neo-
classical transport would cause a strong peaking of the CVI
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density outside the core region, as well as a strongly peaked
passive CVI emission which is not observed.

In order to assess the additional level of transport necessary
to reproduce synthetic diagnostic signals in agreement with
measurement, an anomalous diffusion profile, described by
five free parameters has been introduced. This diffusion profile
is determined by a hyperbolic tangent curve at the plasma edge
and an exponential decay toward the center. The free paramet-
ers which describe this diffusion profile are then the value and
location of the maximum, the decay length toward the cen-
ter, and the values in the core and edge. This specific form
for the diffusion was chosen due to its flexibility in shape as
well as being described by a relatively small number of free
parameters.

Note here, that no anomalous convection is considered as
it has been shown that from gyrokinetics calculations that this
component is small compared to the Fickian diffusion contri-
bution [19]. Also, the introduction of additional free paramet-
ers for the convection profile would significantly slow down
the fitting algorithm.

In summary, seven free parameters have been considered in
the fitting results discussed below: five determine the diffusion
profile shape, one determines the carbon impurity influx, and
one determines absolute magnitude of the 1D and 3D neutral
hydrogen profiles.

The fitted density profile, passive emission profile and cor-
responding diffusion profile are shown in figure 8. The fitted
influx rate is found to be ~5.2 x 102° cm~! s~! (note these
units are such that when multiplied by the impurity neutral
deposition profile, a C'* density as a function of time and posi-
tion is defined) and the neutral hydrogen scaling factor is found
to sit against the lower bound set for the fitting algorithm at
1073 resulting in a ground state neutral density of ~2.5 x 107
cm 3 towards the plasma edge (determined by scaling the pro-
files shown in figure 4).

Good agreement between data and simulation is obtained
by the fitted diffusion profile that is about two orders of mag-
nitude larger than what is expected based on the neoclassical
theory. Note that even in the core region where the diffusive
transport is at its lowest, the inferred values are at least a factor
of four larger than the expected neoclassical contribution.

In addition to the global minimum, one can assess the level
of confidence in the trend of the diffusion profile by look-
ing at the various distinct local minima recorded by the basin
hopping global optimizer. Figure 10 shows the diffusion pro-
files for the 15 lowest determined local minima given in grey.
Note in some cases, the local minima differ only by the neutral
scaling factor and influx rate and are plotted over one another
(therefore shown in bolder grey). Also note that the single out-
lier diffusion profile has a reduced chi squared nearly double
that of the global minimum. From this, it becomes clear that
there is no solution which would provide good agreement
between the experimental data and the simulation when con-
sidering only neoclassical transport.

This is further supported as the expected equilibration time
of the total impurity content would be close to 170 s under
neoclassical conditions (compared to about 160 ms in the case
of an additional anomalous contribution), implying that we
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Figure 10. Resulting diffusion profiles for global minimum and 15
lowest local minima of Xf’pagsive + Xiacﬁve. Also plotted is the heat
diffusivity as calculated by a power balance analysis on the
experimental kinetic profiles.

would have continuous accumulation of impurities over the
course of the discharge. Since a strong increase in the radiated
power over time is not observed for this experiment, the case
of extremely long equilibration time can be ruled out.

It should be noted that the passive CHERS signal was found
to have a very strong dependence on the electron temperature
in the outer region of the plasma (r/a > 0.3). This is due to the
charge state balance changing rapidly in the 7, ~ 100 eV range
even when considering variation inside of the measurement
error. A detailed analysis of this dependence is provided in the
appendix which shows that the aforementioned statement still
holds.

5.2. Comparison with calculated heat diffusivities

The observation of strong anomalous impurity transport in the
outer plasma regions is in good agreement with the observation
of strong anomalous heat diffusivities.

The electron heat diffusivity can be calculated considering
the electron heat flux due to the ECRH heating power density,
Pheating, the electron to ion heat exchange power density, P,_;,
and the radiated power density Pp,q. Using these quantities,
the electron heat flux can be calculated by integrating over the
plasma volume:

- (Pheating(r/a) *Pe—i(r/a) *Prad(r/a))
e / : S(r/a)

Here S is the surface area of the flux surface determined by r/a.
The volume differential and surface area terms can be determ-
ined from a VMEC equilibrium. In our case, Pheating 15 due
to ECRH for which the deposition profile has been calculated

dv. (6)
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via the ray tracing code, TRAVIS [20, 21]. The heat diffusivity
then is calculated from the gradient of the measured temperat-
ure profile via [22]:

e
Xe = —n. VT, @
The resulting diffusivities from this calculation are shown in
figure 10.

Note here that the very large values towards the edge are a
result of the analytic fitting function used to define the T, pro-
file. Nevertheless, the heat diffusivity exhibits a very similar
trend compared to the impurity diffusion profile. It strongly
increases towards the plasma edge with values that are much
larger than what is expected from neoclassical theory. This
suggests that the impurity transport might be dominated by
a similar anomalous transport mechanism as the electron heat
transport is. In fact, previous publications [3] have shown that
electrostatic turbulent fluctuations driven by TEMs are most
likely responsible for the strong anomalous heat transport in
HSX. Since this type of turbulence is known to drive anomal-
ous particle transport [23, 24], it is a likely candidate to explain
the strong anomalous impurity transport observed here.

6. Summary and outlook

Radially resolved impurity diffusion profiles have been recon-
structed for the first time at the HSX stellarator, which has
been made possible thanks to the development of the pyS-
TRAHL code package. PySTRAHL is a python version of
the STRAHL code which has been further optimized for the
application in stellarator geometries. The python code has
been successfully benchmarked and embedded in the minim-
ization routine. Fitted anomalous diffusion profiles support
the hypothesis that the particle transport in HSX is domin-
ated by anomalous contributions since neoclassical predic-
tions can not explain the experimental data obtained from a
charge exchange diagnostic. The shape of the obtained impur-
ity diffusion profile resembles that of anomalous heat diffus-
ivity profiles which suggest that impurity transport may be
driven by electrostatic turbulent fluctuations. With the mod-
eling framework in place, future analysis of transport at HSX
can be carried out. Notable tasks include analysis of the trans-
port in the so-called ‘mirror configuration” with broken quasi-
symmetry and higher levels of neoclassical transport.
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Figure 11. Neutral deposition profile for laser blow off of aluminum
into the HSX discharge. Assuming normal incidence on cylindrical
flux surfaces (orange) and taking into account 3D flux surface
shapes with realistic LBO orientation (blue).

Appendix A. Neutral carbon deposition profile

In the original version of STRAHL, an assumption of cyl-
indrical flux surfaces is utilized for the calculation of the
impurity deposition profile, for instance from laser-blow-off.
However, this assumption is often not justified in stellarators
as flux surfaces are often characterized by higher degrees of
elongation. A comparison of a neutral carbon deposition pro-
file calculated via the original STRAHL method as well as one
from pySTRAHL is shown in figure 11. Here, we consider the
3D flux-surface and LBO injection geometry for HSX.

Appendix B. lonization, recombination, and charge
exchange rates

Rates for the ionization, recombination, and charge exchange
processes are necessary for the solution to the impurity trans-
port equation (see equation (1)). These rates are available as
a function of temperature, density, and charge state and have
been tabulated in the ADAS database [9]. One then only needs
to interpolate the rates onto the experimental profiles used
in the simulation. The corresponding values for the studies
presented in this work are depicted in figure 12.

Appendix C. Temperature sensitivity study

The passive CHERS signal is composed of charge exchange
and electron impact excitation radiation. While the charge
exchange radiation depends on the C®* density, the electron
impact contribution scales with the C°* density. The abund-
ance of the two charge states scales strongly with the elec-
tron temperature profile. Figure 13 shows results based on
a corona model prediction, considering the balance between
the ionization and recombination rates, while neglecting radial
transport.

As can be seen, the region surrounding 7. = 100 eV trans-
itions very quickly from being dominated by C%* to C>* to
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Figure 12. Ionization, recombination, and charge exchange rates
for the kinetic profiles given in figure 6.
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Figure 13. Corona model prediction of charge state distribution
of Carbon as a function of temperature (assuming
ne =2x 10" cm™).

C**. This temperature region is in fact spanned by the meas-
urement error around the experimental 7, profiles outside of
r/a 0.6. For this reason, a scan of the fit result sensitivity on
the temperature profile was carried out. For this analysis, an
additional uniform offset is given to the fitted temperature pro-
file before the minimization scheme is carried out. The results
of this exercise are shown in figures 14—16.

As expected from the coronal equilibrium prediction, the
calculated passive emission signal, and the corresponding
quality of fit are highly dependent on the temperature profile.
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Figure 14. Best fit diffusion profiles for various additional
temperature offsets.
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Figure 15. Fitted values for impurity influx and the neutral
hydrogen scaling factor.

This can be seen in figure 16 where the quality of fit for the
passive chi squared signal improves for larger offsets. While
the quality of best fit varies in each of these temperature cases,
the general trend of the fitted diffusion profiles remain sim-
ilar. That is, the core consists of a region of smaller diffu-
sion while diffusion increases towards the edge. In addition,
each of these cases is described by a level of diffusion in
the core at least a factor of two larger than the neoclassical
contribution.
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